VARIATIONAL CHARACTERIZATION OF EIGENVALUES OF NONLINEAR EIGENPROBLEMS
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Abstract. In this paper we survey variational characterizations of eigenvalues of nonlinear eigenproblems, i.e. generalizations of Rayleigh’s principle, the minmax characterization of Poincaré, and the maxmin characterization of Courant, Fis-
cher and Weyl to eigenvalue problems containing the eigenparameter nonlinearly.

In this note we consider the nonlinear eigenvalue problem

\[ T(\lambda)x = 0 \]

where \( T(\lambda), \lambda \in J \), is a selfadjoint and bounded operator on a real Hilbert space \( H \), and \( J \) is a real open interval which may be unbounded. Problems of this type appear in damped vibrations of structures, lateral buckling, and fluid-solid vibrations, e.g.

As in the linear case \( T(\lambda) = \lambda I - A \) a parameter \( \lambda \in J \) is called an eigenvalue of problem (1) if the equation (1) has a nontrivial solution \( x \neq 0 \).

For a wide class of linear selfadjoint operators \( A : H \to H \) the eigenvalues of the linear eigenvalue problem (1) can be characterized by three fundamental variational principles, namely by Rayleigh’s principle [11], by Poincaré’s minmax characterization [10], and by the maxmin principle of Courant [2], Fischer [5] and Weyl [21]. The following theorem contains these characterizations for the simple case of a completely continuous operator. More general versions hold (cf. Dunford, Schwartz [4], p. 1543).

**Theorem 1** (cf. Rektorys [12])

Let \( A : H \to H \) be a selfadjoint and completely continuous operator on a real Hilbert space \( H \) with scalar product \( \langle \cdot , \cdot \rangle \), and denote by \( R_A(x) := \langle Ax, x \rangle / \langle x, x \rangle \) the Rayleigh quotient of \( A \) at \( x \neq 0 \).

Let \( \lambda_1 \geq \lambda_2 \geq \ldots \) be the positive eigenvalues of \( A \) ordered by magnitude and regarding their multiplicities, and let \( x_1, x_2, \ldots \) be a system of orthogonal eigenvalues where \( x_j \) corresponds to \( \lambda_j \). Assume that \( A \) has at least \( n \) positive eigenvalues. Then the following characterizations hold:

(i) **Rayleigh’s principle**

\[ \lambda_n = \max \{ R_A(x) : \langle x, x_i \rangle = 0, \ i = 1, \ldots, n - 1 \}. \]

(ii) **Maxmin characterization of Poincaré**

\[ \lambda_n = \max \dim V = n \min_{x \in V, x \neq 0} R_A(x). \]
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(iii) Minmax characterization of Courant, Fischer, Weyl

$$\lambda_n = \min_{\dim V = n-1} \max_{x \in V^\perp, x \neq 0} R_A(x).$$

Analogously the negative eigenvalues $\lambda_{-1} \leq \lambda_{-2} \leq \ldots$ of $A$ can be characterized by the three principles above if we replace $\min$ by $\max$ and vice versa. These variational principles were generalized to the nonlinear eigenvalue problem (1) where the Rayleigh quotient $R_A(x)$ of a linear problem $Ax = \lambda x$ was replaced by the so called Rayleigh functional $p$.

To this end we assume that

$$f : \begin{cases} J \times H & \to \mathbb{R} \\ (\lambda, x) & \mapsto \langle T(\lambda)x, x \rangle \end{cases}$$

is continuously differentiable, and that for every fixed $x \in H$, $x \neq 0$, the real equation

$$f(\lambda, x) = 0$$

has at most one solution in $J$. Then equation (2) implicitly defines a functional $p$ on some subset $D$ of $H \setminus \{0\}$ which we call the Rayleigh functional, and which is exactly the Rayleigh quotient in case of a linear eigenproblem $T(\lambda) = \lambda I - A$.

We assume further that

$$\frac{\partial}{\partial \lambda} f(\lambda, x) \big|_{\lambda = p(x)} > 0 \quad \text{for every } x \in D$$

which generalizes the definiteness of the operator $B$ for the generalized linear eigenproblem $T(\lambda) := \lambda B - A$.

From the implicit function theorem it follows that $D$ is an open set and that $p$ is continuously differentiable on $D$, and differentiating the governing equation $f(p(x), x) = 0$ yields that the eigenelements of problem (1) are the stationary vectors of the Rayleigh functional $p$.

If the Rayleigh functional $p$ is defined on the entire space $H \setminus \{0\}$ then the eigenproblem (1) is called overdamped. This notation is motivated by the finite dimensional quadratic eigenvalue problem

$$T(\lambda)x = \lambda^2 Mx + \lambda Cx + Kx = 0$$

governing the damped free vibrations of a system where $M$, $C$ and $K$ are symmetric and positive definite matrices corresponding to the mass, the damping and the stiffness of the system, respectively.

Assume that the damping $C = \alpha \tilde{C}$ depends on a parameter $\alpha \geq 0$. Then for $\alpha = 0$ problem (4) has purely imaginary eigenvalues corresponding to harmonic vibrations of the system. Increasing $\alpha$ the eigenvalues move into the left half plane as conjugate complex pairs corresponding to damped vibrations. Increasing $\alpha$ further eigenvalue pairs reach the negative real axis as double eigenvalues where they immediately split and move into opposite directions on the negative real axis. Eventually all eigenvalues become real, and finally the ones going to the right are right of all eigenvalues moving to the left. Only for this large damping the system is called overdamped.
For overdamped systems the two solutions
\[ p_\pm(x) = \frac{1}{2\langle Mx, x \rangle} \left( -\alpha \langle \tilde{C}x, x \rangle \pm \sqrt{\alpha^2 \langle \tilde{C}x, x \rangle^2 - 4\langle Mx, x \rangle \langle Kx, x \rangle} \right). \]
of the quadratic equation
\[ \langle T(\lambda)x, x \rangle = \lambda^2 \langle Mx, x \rangle + \lambda \alpha \langle \tilde{C}x, x \rangle + \langle Kx, x \rangle = 0 \]
are real, and they satisfy sup\( x\neq 0 \) \( p_-(x) < \inf_{x\neq 0} p_+(x) \). Hence, equation (5) defines two Rayleigh functionals \( p_- \) and \( p_+ \) corresponding to the intervals 
\( J_- := (-\infty, \inf_{x\neq 0} p_+(x)) \) and \( J_+ := (\sup_{x\neq 0} p_-(x), \infty) \).

For general (not necessarily quadratic) overdamped problems Hadeler (in [6] for the finite dimensional case, and in [7] for \( \dim H = \infty \)) generalized Rayleigh’s principle proving that the eigenvectors are orthogonal with respect to the generalized scalar product
\[ [x, y] := \begin{cases} \frac{\langle (T(p(x)) - T(p(y)))x, y \rangle}{p(x) - p(y)}, & \text{if } p(x) \neq p(y) \\ \langle T(p(x))x, y \rangle, & \text{if } p(x) = p(y) \end{cases}, \]
which is symmetric, definite and homogeneous, but in general is not bilinear.

**Theorem 2** (Hadeler [6], [7])
Let \( T(\lambda) : H \to H, \lambda \in J \) be a family of selfadjoint and bounded operators. Assume that the problem (1) is overdamped and that for every \( \lambda \in J \) there exists \( \nu(\lambda) > 0 \) such that \( T(\lambda) - \nu(\lambda)I \) is completely continuous.

Then problem (1) has at most a countable set of eigenvalues in \( J \) which we assume to be ordered by magnitude \( \lambda_1 \geq \lambda_2 \geq \ldots \) regarding their multiplicities. The corresponding eigenvectors \( x_1, x_2, \ldots \) can be chosen orthonormally with respect to the generalized scalar product (6), and the eigenvalues can be determined recurrently by
\[ \lambda_n = \max\{p(x) : [x, x_i] = 0, i = 1, \ldots, n-1, x \neq 0\}. \]

Poincaré’s maxmin characterization was first generalized by Duffin [3] to overdamped quadratic eigenproblems of finite dimension, and for more general overdamped problems of finite dimension it was proved by Rogers [13].

Infinite dimensional eigenvalue problems were studied by Turner [15], Langer [9], and Weinberger [19] who proved generalizations of both, the maxmin characterization of Poincaré and of the minmax characterization of Courant, Fischer and Weyl for quadratic (and in [16] for polynomial) overdamped problems.

The corresponding generalizations for general overdamped problems of infinite dimension contained in Theorem 3 were derived by Hadeler [7]. Similar results weakening the compactness requirements are contained in Rogers [14], Werner [20] and Hadeler [8].

**Theorem 3** (Hadeler [7])
Assume that the general conditions of Theorem 2 are satisfied, and let the eigenvalues \( \lambda_j \) be numbered in nonincreasing order according to multiplicities.
Then the eigenvalues of problem (1) in \( J \) can be characterized by the following two variational principles

\[
\lambda_n = \max_{\dim V = n} \min_{x \in V, x \neq 0} p(x)
\]
\[
= \min_{\dim V = n-1} \max_{x \in V^+, x \neq 0} p(x).
\]

Barston [1] characterized some of the extreme eigenvalues of a nonoverdamped quadratic eigenproblem of finite dimension, and Werner and the author studied the general nonoverdamped case. The following maxmin characterization was proved in [18] and the corresponding minmax characterization in [17].

Clearly in this case the natural ordering to call the largest eigenvalue the first one, the second largest the second one, etc., is not appropriate, as it is seen if we make a linear eigenvalue \( (\lambda I - A)x = 0 \) nonlinear by restricting it to an interval \( J \) which does not contain the largest eigenvalue of \( A \). Then, obviously, all conditions are satisfied, \( p \) is the restriction of the Rayleigh quotient \( R_A \) to \( D := \{ x \neq 0 : R_A(x) \in J \} \), and \( \sup_{x \in D} p(x) \) will not be an eigenvalue.

Obviously, \( \lambda \in J \) is an eigenvalue of \( T(\cdot) \) if and only if \( \mu = 0 \) is an eigenvalue of the linear problem \( T(\lambda)y = \mu y \). The key idea is to orientate the number of \( \lambda \) on the location on the eigenvalue \( \mu = 0 \) in the spectrum of the linear operator \( T(\lambda) \).

To this end we assume that for every \( \lambda \in J \) there exists \( \nu(\lambda) > 0 \) such that the linear operator \( S := T(\lambda) - \nu(\lambda)I \) is completely continuous. If \( \lambda \in J \) is an eigenvalue of the nonlinear problem (1) then \( \mu = 0 \) is an eigenvalue of \( T(\lambda) \), and \( -\nu(\lambda) \) is a negative eigenvalue of \( S \). By Theorem 1 there exists \( n \in \mathbb{N} \) such that

\[
-\nu(\lambda) = \min_{\dim V = n} \max_{x \in V, x \neq 0} R_S(x), \quad \text{i.e.} \quad 0 = \min_{\dim V = n} \max_{x \in V, x \neq 0} R_{T(\lambda)}(x).
\]

In this case we assign \( n \) to the eigenvalue \( \lambda \) of problem (1) as its number.

With this enumeration the following minmax and maxmin characterizations hold for nonlinear eigenvalue problems, where again the compactness condition can be relaxed.

\textbf{Theorem 4} (Voss, Werner [18], [17])

Assume that for every \( x \in H \), \( x \neq 0 \) the real equation \( f(\lambda, x) = 0 \) has at most one solution \( \lambda =: p(x) \in J \), and that condition (3) holds, and suppose that for every \( \lambda \in J \) there exists \( \nu(\lambda) > 0 \) such that \( T(\lambda) - \nu(\lambda)I \) is completely continuous.

Then the nonlinear eigenvalue problem (1) has at most a countable number of eigenvalues. Enumerating them as above the following characterizations hold:

(i) If \( \lambda_n \in J \) is an \( n \)-th eigenvalue then

\[
\lambda_n = \max_{\dim V = n, V \cap D \neq \emptyset} \inf_{x \in D \cap V} p(x).
\]

If conversely

\[
\lambda_n = \sup_{\dim V = n, V \cap D \neq \emptyset} \inf_{x \in D \cap V} p(x) \in J
\]

then \( \lambda_n \) is an \( n \)-th eigenvalue of (1) and (8) holds.
(ii) If problem (1) has an $n$-th eigenvalue $\lambda_n$ then

$$\lambda_n = \min_{\dim V = n-1} \sup_{x \in D \cap V \neq \emptyset} p(x).$$
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